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Abstract

The aim of this paper is to present the wasp based computational model and many
applications of wasp based algorithms. A general frame for designing a wasp based algorithm,
starting from the classical problem of task allocation in a factory, is realized. The most
important characteristics of the wasp computational model are underlined and the way of
particularization of these characteristics for each problem is presented. Original applications
of wasp based algorithms in modeling multi agent systems, in solving optimization problems
and in building a reinforcement scheme for a stochastic learning system are presented.

1 Introduction

In the last ten years methods and models inspired from the behavior of social insects like ants
and wasps have gained increasing attention. Computational analogies to adaptive natural multi-
agent systems have served as inspiration for multi-agent optimization and control algorithms in
a variety of domains and contexts. Self-organization, direct and indirect interactions between
individuals are important characteristics of these natural multi-agent systems. Metaheuristics
inspired from nature represent an important approach to solve NP-difficult problems. It is
important to identify when a problem can be solved using these kind of methods. It is the goal
of this article to identify some type of problems which can be solved using wasp computational
based algorithms and to give a general frame for design these algorithms. The remainder of
this paper is organized as follows: in section 2 we present the wasp computational model and
the classical problem of task allocation in a factory. Starting from this problem we realize a
frame for design models based on wasp behavior and present many models for multi agents
systems, from different fields. In section 3 we present a reinforcement scheme for stochastic
learning automata, based on wasp behavior. In section 4 we present a wasp based algorithm for
improving the performances of a co-mutation operator. The co-mutation operator is used in a
hybrid approach for building multiple SVM kernels. Conclusions are presented in section 5.

2 Wasp behavior based algorithms in modeling multiagent

systems

The self organization model that takes place within a colony of wasps was used for solving large
complex problems, most of them with a dynamic character. In [18], Theraulaz et al. present

1

 
 
 
 
 
 
 
 

 Automated contour determination in ultrasound medical 
images

 
Vera Behar,  Pavlina  Konstantinova,  Milen Nikolov 

 
 
 

Abstract 

Contour determination in images is often the main goal in image utilization. There is no universal 
segmentation algorithm for images acquired by different technologies in different practical 
applications. The developed contour tracking algorithm, which is a combination of probabilistic data 
association approach and Interacting Multiple Model approach, shows attractive results for successful 
contour determination.  This algorithm is based on the assumption that the lesion has convex form, 
which is often true in medical images. The developed algorithm is forced by equally spaced radii 
from a pre-defined seed point inside the lesion area. A disadvantage of this method is that this point 
must be selected manually by the user.  In this paper an algorithm for automated selection of the 
internal seed point is proposed. It is supposed that the image intensity can be divided into two classes 
of intensities: one - for the background and the other - for the lesion. The main idea is to convert the 
image in a binary form using appropriate thresholding. Then the pixels of the lesion class are 
processed to find the center of gravity of the lesion area. This center is assumed to be the required 
seed point.

1 Introduction 
In recent years ultrasound imaging is widely used in different practical applications. It is non-

invasive, suitable for real time applications and has comparatively low cost. Contour determination in 
images is often the main goal in image utilization. There is no universal segmentation algorithm for 
images acquired by different technologies in different practical areas of application. Usually some 
prior information is used to make possible an effective solution of the segmentation problem. In [9], an 
extensive research of the ultrasound medical image segmentation methods is presented. The authors 
classify the considered methods by their clinical applications. This is motivated by the fact that some 
specific image characteristics like the convex form of the medical structures or other peculiarities are 
taken into account. The final paper of the survey in the ten selected influential works is that of 
Abolmaesumi and Sirospour [1]. The authors developed cavity boundary extraction algorithm based 
on the known tracking algorithm intended for tracking maneuvering targets in clutter. The algorithm 
combines the advantages of two powerful approaches- probabilistic data association (PDA) approach 
and Interacting Multiple Model approach. The algorithm is forced by the equally spaced radii from a 
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pre-defined seed point inside the lesion area [1]. It incorporates the edge magnitude in probabilistic 
data association to find a more appropriate point of the contour.  

In [2], a new efficient multiple model Monte Carlo algorithm is developed for progressive 
contour tracking, which takes into account convex, non-circular forms of the lesion areas for 
segmentation. Another realization of idea proposed in [1] is developed in [6] and [8]. In [8], a new 
feature, based on the statistical mean intensity of the region around the predicted contour point (pixel) 
is used to modify the weights of the candidate pixels and to improve the reliability of the tracking 
process.   

The contour determination algorithms based on the tracking idea, show attractive results for 
successful contour determination. Their common property is the necessity of an internal seed point, 
which is usually selected manually by the user.   

The goal of this paper is to fully automate the segmentation process by automatically selecting 
the internal seed point. It is supposed that the image contains two classes of intensities: one for the 
background and the other - for the lesion. The main idea is to convert the image in a binary form using 
appropriate thresholding. Then the pixels of the lesion class in the binary image are processed to find 
the center of gravity of the lesion area. This center is assumed to be the required seed point.  

The paper is organized as follows. After the introduction the problem of contour determination 
by using the tracking algorithm is formulated. The proposed algorithm for determination of the 
internal seed point is presented in section 3. In section 4 the results of using the proposed algorithm 
are given on the base of both modeled and real ultrasound medical images. In section 5 conclusions 
are given. 

2 Problem Formulation 
In medical images the cysts and other lesions more often have a convex form. This 

property allows the following assumption - the contour of interest is star-shaped i.e. all contour 
points can be seen from an appropriately selected seed point inside the assumed contour. The 
contour determination algorithm developed in [1, 6, 8] uses PDA and IMM approaches for 
tracking of low observable maneuvering target in the presence of false alarms [12]. The contour is 
treated as a target trajectory and the contour points are defined on the equally spaced radii from 
the selected seed point inside the assumed contour.  

The system state vector x , describing the target dynamic evolves in time according to  

),()()()1( kkxkFkx ����  with the measurement vector z , given by:  

(k)  H(k)x(k)1)z(k ���� , where is the system transition matrix, F H  is the 

measurement matrix, � �k�  and are the zero-mean mutually independent white Gaussian 
noise sequences with the known covariance matrices  and , respectively, and k is the 
time sample.  

)k(�
)(kQ )(kR
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Fig .1. Scheme of the algorithm using seed point 

The system dynamic is forced by the equally spaced radii. The schematic presentation of this 
formulation is shown in figure 1, where two consecutive radii  and  are presented. The 

estimated point is located on the radius  and the corresponding predicted point is located on the 

radius . The candidate points around the predicted point with their Gaussian pdf associated with 

the assignment of the corresponding point to the trajectory of the contour are also presented.  

kR 1�kR

kR

1�kR

The state vector is � 	'DDx �� , where   is the distance from the seed point to the current 

point and

D



�

d
dDD� .  The increment of the angle rN/2��
� ,  is the number of radii that 

corresponds to the number of the evaluated contour points. For more details see [3, 12, 6]. 

rN

3 Automated determination of the internal seed point  
The algorithm for automatic determination of the seed point is developed under the 

following assumptions:  

 The image intensity  consists of two main classes of intensities – for the object and for 
the background; 

 Only one object is located in the processed region of interest;  
 

The algorithm includes the following processing steps: 

1. Select the appropriate threshold with the Otsu algorithm; 
2. Form the binary image using the determined threshold; 
3. Find the center of gravity of the pixels, corresponding to the class of intensities that 

characterizes the object. This center is the desired internal point. 
The first important step in this algorithm is to select the appropriate threshold. The 

algorithm developed by Otsu in [7] can be used for this purpose. It seems to be suitable for the 
case of two classes of pixels. The Otsu algorithm minimizes the weighted sum of within-class 
variances of the object and background pixels, which is equivalent to maximization of between-
class variance. This fact proves the optimality of the determined threshold. 
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Otsu algorithm description according to [7]  

Lets represent the intensities of the image by L gray levels {0,1,2,…L-1} The number of 
pixels of the level i is denoted by  and the total number of pixels is denoted by N. The gray level 

histogram is normalized and is regarded as a probability distribution function: 
ih

1,0,/
1

0

���� �
�

�

L

i
iiii ppNhp  . 

We assume that the pixels can be divided into two classes   and   by a threshold of the 

intensity . Class  includes pixels with the intensity levels {0,1,…,k} and  includes pixels with 

the intensity levels {k+1,k+2,…,L-1}.  

0C 1C

Ck 0C 1

The definition of these classes depends on the lesion types: 

� For lesions of type “Cyst” – the objects are darker than the background i.e. the objects 
are of class 0C  and the background – of class 1C ; 

� For lesions of type “Tumor” – the objects are lighter than the background i.e. the objects 
are of class 1C  and the background – of class 0C ; 

 The probabilities for class occurrences �  and the class mean levels �  for both classes are 
given for each k by: 
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The class variances are:  
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Otsu suggested the minimization of the weighted sum of within-class variances of both the 
object and the background pixels to establish the optimal threshold. Recall that the minimization of 
within-class variances is equivalent to the maximization of between class variance. For each intensity 

, the between class variance can be evaluated by: k
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The optimal threshold is defined as � �2max Bkoptk ��  . 

Auxiliary binary image  

The auxiliary binary image is obtained by using the array of intensities of the original image 
and the optimal threshold . Then the binary image array, which is previously cleaned by 

zeros, is formed as follows:  

ImOrg optk

if  � � optkjiOrg �,Im � � ;1,Im �jiBin    for i=1...N ; j=1...M ,  where NxM is the image size. 

The binary ImBin
,( ox
 array is used to find the center of gravity of the pixels of the object  class.  

The center of gravity   (or center of mass with uniformly distributed masses of the pixels) is 

obtained by: 
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   where K  is the number of the pixels � �yxI ,   belonging to the object class . objC

This center is used as the internal seed point in the tracking algorithm for contour determination. 

Image denoising 

In some cases, prior the contour determination algorithm it is useful to perform the 
preprocessing - denoising procedure in order to reduce speckle noise. In our case we use a wavelet 
technique that provides an appropriate basis for noisy signal processing. The justification is that the 
wavelets transform the signals in the time - frequency domain [11, 13]. It is stated that in the frequency 
domain a small number of coefficients represent the significant information and a large number of 
coefficients with small values is supposed to represent the noise. Because of the multiplicative nature 
of the speckle noise a logarithmic transform is applied to transform multiplicative speckle noise to 
additive noise [10].  In [10] and also in our recent works we find out that dual-tree complex wavelet 
algorithm, developed and described by Kingsbury and Selesnick in [11, 13], gives the best results for 
contour detection. After wavelet coefficients thresholding the inverse logarithmic transform gives the 
smoothed image array.  

4 Illustrative examples for automated determination of the 
seed point 

Reliable tests of the described algorithm for automated determination of the seed point can be 
received by using simulated ultrasound images obtained by the Simulation program Field II [4, 5].  In 

      27



Automated Contour Determination in Ultrasound Medical Images 

order to make our test more thoroughly we apply the algorithm to different forms of the objects. In 
addition we put together the results obtained for the original image and that after denoising. 

One simulated image containing an elliptical tumor is presented on fig. 2a. A binary image 
produced from the simulated image by using the thresholding technique is shown on fig. 2b. On the 
same fig. 2b, the center of gravity of the pixels from the lesion object class is represented by little 
circle (in the center of the tumor). The estimated contour around the tumor (white line) is presented in 
fig. 2c. The true contour of the modeled object is presented by the black line. On fig. 3, the histogram 
of the intensities of the simulated image is presented and the determined threshold is marked on the x-
axes with the symbol ‘x’. In this case the threshold is 148, which means that the pixels with intensity 
greater than the threshold (148) are classified as pixels of the object (lighter than the background). 

On fig. 4, the errors of the modeled contour are presented. The errors along axes x and y are 
presented by the thin lines, and the summarized distance error is presented by the bold line. It can be 
seen that only a few part of the contour points have error greater than 1 [mm].  

The simulated image (from fig. 2a) is firstly denoised, and then the same processing algorithm 
is applied to the resultant image. The successful determination of the internal seed point is shown in 
fig. 5b and the outlined contour (white line) can be seen on fig. 5c. The errors shown on fig. 7 are 
decreased in comparison with the ones on fig. 4. The histogram on fig. 6 shows the increased 
difference between the centers of intensity of the two classes in comparison with the non-denoising 
case on fig. 3. 

The more complicated form of the Oval Cassini is used to model another object. On fig. 8a, a 
modeled image with a tumor in form of the Oval Cassini is presented. The auxiliary binary image with 
the found center of gravity is shown on fig. 8b. In fig. 8c, the estimated contour around the tumor 
(white line) is presented. For comparison, the true contour of the modeled object is presented by the 
black line. On fig. 10, the errors of the modeled contour are presented. It can be seen that there are 
errors greater than 2.5 [mm]. On fig. 9, the histogram of the intensities of the image is presented and 
the determined threshold is marked on the x-axes with the symbol ‘x’.   

The results for the denoised image are presented on figures fig. 11a, fig. 11b and fig. 11c 
correspondingly. The automatically determined seed point (fig. 11b) is used for the tracking algorithm 
for tumor segmentation. It can be seen that the errors are decreased to the level under 1.5 [mm]. 

Two real images are processed by the proposed algorithm. The results obtained are presented 
on fig. 14 and fig. 15. 

On fig. 14, a real ultrasound image of a heart is shown. The region of interest (ROI) is selected 
by using MATLAB Graphical User Interface (GUI). For this region, an auxiliary binary image is 
obtained and the computed center of gravity for the pixels of the region is marked on fig. 14  with ‘o’. 
The received contour is drawn with white line.  

On fig. 15, a real ultrasound (US) image of a breast cyst [14]  and the obtained results, 
achieved by analogical operations, are shown.  
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            a) Image with lesion area              b) Auxiliary binary image         c) Contour around lesion area 
Fig. 2  Results for image with lesion – ellipse 

 

    

        Fig.3 Histogram of image with ellipse                     Fig.4. Contour position errors 

 

 

           a) Image with lesion area           b) Auxiliary binary image            c) Contour around lesion area 
Fig.5  Results for denoised image with lesion – ellipse 

 

    

  Fig.6 Histogram of denoised image (ellipse)      Fig.7. Contour position errors of ellipse 
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         a) Image with lesion area        b) Auxiliary binary image       c) Contour around lesion area 
Fig.8  Results for image with lesion - oval Cassini 

 

    

Fig.9 Histogram of  image (oval Cassini)    Fig.10. Contour position errors 

 

 

    a) Image with lesion area             b) Auxiliary binary image      c) Contour around lesion area 
Fig.11. Results for denoised image with lesion - oval Cassini 

 

    

Fig.12 Histogram of denoised image                             Fig.13. Contour position errors of 
            (oval Cassini)                                                               denoised image (oval Cassini)  
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    Fig.14 Real image of a heart with specified ROI         Fig.15 Real image of a breast cyst with 
                                                                                                     specified ROI 

 

5 Conclusion 
A new method for automated selection of the internal seed point for convex object segmentation in 
ultrasound images is proposed. The method uses an auxiliary binary image produced by thresholding 
of the original image. The assumptions are that the objects have convex form and that the image 
contains two main classes of intensities: one - for the object and the other - for the background. The 
threshold is determined by using the Otsu algorithm for threshold determination. The center of gravity 
of the pixels of the object class is calculated and used as an internal seed point. The method is 
illustrated by simulating ultrasound images with known true contours of the objects. The estimated 
contour errors are shown to be mainly less than 1 [mm]. Two real medical images are also processed 
by the proposed algorithm and the corresponding results are shown.  
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